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1. Purpose of This Document

The JPEG AI database was constructed to (i) evaluate the performance of state-of-the-art learning-based image coding solutions and (ii) to be used for training, validation and testing of novel learning-based image coding solutions. To fulfill objective (i), subjective quality assessment experiments were conducted during the 84th JPEG meeting in Brussels, Belgium. This document outlines the framework in detail and reports the experimental results and analysis. Moreover, the correlation between the subjective assessment MOS scores and the objective metrics is reported with the aim to evaluate the performance of the metrics defined in the common test conditions document [1], for both classical and deep learning-based codecs.

2. Subjective Assessment of Deep Learning Based Codecs

In this Section, the subjective assessment experiments are described, namely the test images, coding conditions, subjective assessment methodology and the experimental results.

2.1. Test Material

Prior to the subjective tests, there are several important elements to select and define, such as the images. Eight contents from the test set of JPEG AI database were selected through expert viewing sessions, to be used for subjective quality assessment experiments. The selected contents are depicted in Figure 1.

![Figure 1. Thumbnails of JPEG AI contents selected for objective and subjective quality assessment.](image-url)
2.2. Coding Solutions

Five learning-based image compression algorithms available online were selected for performance assessment against four anchors, i.e. HEVC, JPEG2000, WebP and JPEG. The list of learning-based image coding solutions is as follows:

- FRICwRNN\[^1\]: TensorFlow model for compressing and decompressing images using an already trained Residual Gated Recurrent Unit (GRU) model. The model is fully convolutional and recurrent and the input image size needs to be multiples of 32, therefore zero padding was applied when necessary.

- The following models using factorized entropy models (Fact-) or exploiting the dependencies within the latent representation through a scale hyperprior at the encoder (Hyper-), with Mean Squared Error (MSE) or Multi-scale Structural Similarity Index (MS-SSIM) loss as a distortion measure\[^2\]:
  - Factorized Entropy Model with Mean Squared Error Loss (FactMSE).
  - Factorized Entropy Model with Multi-scale Structural Similarity Index Loss (FactMS-SSIM).
  - Entropy Model with Scale Hyperprior using Mean Squared Error Loss (HyperMSE).
  - Entropy Model with Scale Hyperprior using Multi-scale Structural Similarity Index Loss (HyperMS-SSIM).

The software used for encoding anchors were JPEG XT reference software (v1.53) for JPEG, Kakadu (v7.10.2) for JPEG 2000, HM-16.18+SCM-8.7 for HEVC and cwebp 1.0.0 for WebP. Command lines used for encoding the anchors and learning-based solutions are given in Table 1.

<table>
<thead>
<tr>
<th>Codec</th>
<th>Input format</th>
<th>Command line</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPEG</td>
<td>YCbCr 4:4:4 8-bit</td>
<td><code>jpeg_qt3 -h -v -c -q &lt;input&gt; -s 1x1,1x1,1x1 &lt;output&gt;</code></td>
</tr>
<tr>
<td>JPEG 2000</td>
<td>YCbCr 4:4:4 8-bit</td>
<td><code>kdu_v_compress -i &lt;input&gt; -o &lt;output&gt; --rate &lt;bpp&gt; -precise -tolerance 0</code></td>
</tr>
<tr>
<td>HEVC</td>
<td>YCbCr 4:4:4 8-bit</td>
<td><code>TFAppEncoderStatic -c encoder_intra_main_scc.cfg -T1 -fr 1 -q &lt;input&gt; -s &lt;height&gt; -hgt &lt;width&gt; -InputChromaFormat=chroma_format -InternalBitDepth=&lt;bit_depth&gt; -InputBitDepth=&lt;bit_depth&gt; -OutputBitDepth=&lt;bit_depth&gt; -ConformanceWindowMode=1 -i &lt;input&gt; -b &lt;output&gt; -o /dev/null</code></td>
</tr>
<tr>
<td>WebP</td>
<td>YCbCr 4:2:0 8-bit</td>
<td><code>cwebp -m 6 -q &lt;input&gt; -s &lt;width&gt; &lt;height&gt; &lt;depth&gt; &lt;output&gt;</code></td>
</tr>
<tr>
<td>FRICwRNN</td>
<td>RGB 4:4:4 8-bit</td>
<td><code>python encoder.py --input_image=&lt;input&gt; --output_codes=&lt;output&gt; --iteration=&lt;cops&gt; --model=residual_gru.p</code></td>
</tr>
<tr>
<td>FactMSE</td>
<td>RGB 4:4:4 8-bit</td>
<td><code>python tfci_compress bmsj2018-factorized-mse &lt;input&gt; &lt;output&gt;</code></td>
</tr>
<tr>
<td>FactMS-SSIM</td>
<td>RGB 4:4:4 8-bit</td>
<td><code>python tfci_compress bmsj2018-factorized-mssim &lt;input&gt; &lt;output&gt;</code></td>
</tr>
<tr>
<td>HyperMSE</td>
<td>RGB 4:4:4 8-bit</td>
<td><code>python tfci_compress bmsj2018-hyperprior-mse &lt;input&gt; &lt;output&gt;</code></td>
</tr>
<tr>
<td>HyperMS-SSIM</td>
<td>RGB 4:4:4 8-bit</td>
<td><code>python tfci_compress bmsj2018-hyperprior-mssim &lt;input&gt; &lt;output&gt;</code></td>
</tr>
</tbody>
</table>

---

\[^1\]: [https://github.com/tensorflow/models/tree/master/research/compression/image_encoder](https://github.com/tensorflow/models/tree/master/research/compression/image_encoder)

\[^2\]: [https://github.com/tensorflow/compression](https://github.com/tensorflow/compression)
2.3. Subjective Test Methodology and Subjective Scores Processing

The Double Stimulus Impairment Scale (DSIS) Variant I [4] was the test methodology selected for subjective quality assessment. The stimulus under assessment and the reference were presented simultaneously to the subject and the subject was then asked to rate the degree of annoyance of the visual distortions in the stimulus under assessment with respect to the reference. The degree of annoyance was divided into five different levels labeled as Very annoying, Annoying, Slightly annoying, Perceptible but not annoying and Imperceptible, corresponding to a quality scale ranging from 1 to 5, respectively.

The content and rate selection was carried out during expert viewing sessions prior to setting up the experiments. All contents in the test dataset depicted in Figure 1 were encoded using the anchor software at 8 rate points [0.06, 0.12, 0.25, 0.50, 0.75, 1.00, 1.50, 2.00] bpp and the decoded images were viewed by experts. To obtain meaningful results from the experiments, the selected rate points needed to span a range that covers very low to high bitrates, corresponding to very low to transparent visual quality. The anchor with the best performance, i.e. HEVC, was used to select such rate points and the selection was verified using other anchors. Table 2 depicts the original resolutions of the test contents and the selected bitrates for subjective evaluation.

Table 2. Original resolutions and selected bitrates for subjective quality assessment of JPEG AI contents.

<table>
<thead>
<tr>
<th>Name</th>
<th>Resolution</th>
<th>Bitrates</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE00</td>
<td>1486 x 2230</td>
<td>[0.06, 0.12, 0.25, 0.50]</td>
</tr>
<tr>
<td>TE03</td>
<td>4000 x 3000</td>
<td>[0.06, 0.12, 0.25, 0.50]</td>
</tr>
<tr>
<td>TE04</td>
<td>5000 x 3332</td>
<td>[0.06, 0.12, 0.25, 0.50]</td>
</tr>
<tr>
<td>TE08</td>
<td>3400 x 2266</td>
<td>[0.06, 0.12, 1.00, 2.00]</td>
</tr>
<tr>
<td>TE16</td>
<td>1280 x 852</td>
<td>[0.06, 0.12, 0.25, 0.50]</td>
</tr>
<tr>
<td>TE20</td>
<td>4000 x 2666</td>
<td>[0.06, 0.12, 0.25, 0.50]</td>
</tr>
<tr>
<td>TE25</td>
<td>2200 x 1392</td>
<td>[0.06, 0.12, 0.50, 0.75]</td>
</tr>
<tr>
<td>TE39</td>
<td>2336 x 3504</td>
<td>[0.06, 0.12, 0.25, 0.50]</td>
</tr>
</tbody>
</table>

Selected contents were processed according to the DSIS framework. A 30 inch Eizo 10bit ColorEdge CG301W monitor with a resolution of 4096 x 2160 was used. Stimuli were cropped using FFmpeg\(^3\) to fit the screen resolutions. The region to be cropped for each stimulus was determined during expert viewing. Each decoded stimulus was placed side by side with its reference, with a 20 pixel mid-gray colored separation in between. The side-by-side stimuli were then displayed in front of the same mid-gray colored background, and were randomized such that the same content was never presented consecutively [4]. Two dummy sequences were included in each test, about which the subjects were not informed. A training session was conducted for each subject prior to the experiment, during which three stimuli were presented as examples for the two extremes of the voting scale, i.e. Very annoying (1) and Imperceptible (5), along with an example in the middle, i.e. Slightly annoying (3). For half of the subjects the reference was placed at the right side of the screen, whereas for the other half it was placed on the left to avoid position bias. Each experiment was conducted in two sessions to prevent subject fatigue. The monitors were calibrated using an i1 DisplayPro color calibration device according to the guidelines described in [4, 5]. Same guidelines were followed to set up the controlled environment for viewing with a mid gray level background inside the test rooms.

The experiments were conducted in Vrije Universiteit Brussel (VUB) with the participation of 18 volunteering subjects. Viewing time was not restricted during the experiments. Subjects, however, were instructed to vote within reasonable time for the experiments to proceed smoothly. No viewing distance or position was specified.

After the collection of results, a standard outlier detection was performed on all sets of raw scores to remove subjects whose ratings deviated strongly from others [6]. None of the subjects were identified as outliers in the experiments. The Mean Opinion Scores (MOS) and 95% Confidence Intervals (CIs) assuming a Student’s t-distribution of the scores were computed for each test condition [7]. To determine and compare the differences among MOS obtained for different codecs and bitrates, a one-sided Welch test at 5% significance level was performed on the scores. Bitrates that deviated more than 20% from the target rates were excluded from statistical significance tests.

---

\(^3\) http://ffmpeg.org
2.4. Experimental Results

Subjective quality assessment was performed on the selected contents at the screened out bitrates given in Table 2, for all proponents and anchors. The MOS vs. bitrate plots and comparisons between pairwise conditions are presented in Figure 2.
Figure 2. Subjective results for contents TE00, TE03 and TE04, TE08, TE16, TE20, TE25, TE39.
Throughout all contents, the performance of JPEG is mostly inferior to all other codecs at the lowest three bitrates. A very similar trend is observed when the performance of FRICwRNN is compared to other codecs except JPEG. The interpolated MOS curves suggest that the subjective ratings of FRICwRNN were higher than JPEG for contents 00, 03 and 39. Comparisons between pairwise conditions presented on the right columns in Figure 2 indicate statistically significant differences at comparable rate points. FRICwRNN was superior to JPEG for two contents at R3 and R4 namely, TE03 and TE16.

The comparison between the learning-based codec performances and anchors based on the results of Figure 2 is performed next. An initial observation is that FactMSE usually performs inferior to the remaining codecs (i.e. excluding JPEG and FRICwRNN), with exceptions at target rate points R2 and R3 when compared to JPEG 2000, and at target rate point R3 when compared to HEVC. More specifically, FactMSE was rated statistically significantly higher than JPEG 2000 at R2 for content TE25 and at R3 for content TE03. FactMSE was performing statistically significantly better than HEVC at R3 only for content TE16. The results on content TE16 are particularly interesting, indicating an exceptionally low performance on anchors and leading performances of learning-based codecs optimized using MS-SSIM metric. A closer examination on the visuals is provided in Figure 3. The abrupt patterns generated by FRICwRNN at R2 are evident, followed by the clear blocking artifacts of HEVC. HyperMS-SSIM is able to preserve the details better than the other codecs in comparison, with slightly better performance than that of FactMS-SSIM, yet without any statistically significant advantage at comparable rates. It is worth noting that FactMS-SSIM and HyperMS-SSIM are the only codecs for content TE16 that are able to reach high qualities.

Figure 3. Section of test content TE16 compressed using HEVC, FRICwRNN, FactMS-SSIM and HyperMS-SSIM from top to bottom.
Figure 4. Test content TE08 compressed using JPEG at target bitrate 0.12bpp, FRICwRNN, FactMSE, FactMS-SSIM, HyperMSE and HyperMS-SSIM at target bitrate 0.06bpp.
Contents TE04 and TE39 exhibit similar plots, with all codecs except FRICwRNN and JPEG attaining ratings of minimum 3. TE04 is an image from still-life category while TE39 includes a person, yet both images have focused objects in the foreground and an out-of-focus background.

TE08 displays a more versatile range of MOS values. All codecs except FRICwRNN reach transparent quality at R4 for TE08, yet codecs FactMSE and HyperMSE have much lower ratings at low bitrates compared to their counterparts optimized using MS-SSIM. The apparent artifacts in TE08 at the lower bitrates are depicted in Figure 4.

FRICwRNN possesses artifacts similar to blocks, yet they have a regular pattern that is visually more pleasant compared to JPEG for many images and bitrates. An interesting pattern that is generally observed at low bitrates with codecs optimized using MS-SSIM is the contrast change. The RD optimization favors preserving structural information at the expense of less fidelity to color components. MSE optimization, on the other hand, is more inclined to introduce blur and introduces only local contrast changes in the form of emphasized colors. In contents like TE20 that exhibit clear structural patterns, MS-SSIM optimized learning-based codecs are performing better than other solutions and are on-par with HEVC that is superior to other anchors due to its Intra directional modes. In urban contents like TE25, however, with several elements of different characteristics scattered all around the image, it is more difficult for both learning-based and transform-based codecs to not introduce perceptible artifacts during the encoding process.

3. Objective Assessment of Deep Learning Based Codecs

Objective quality assessment was carried out at the bitrates selected for subjective quality evaluation for all codecs, in RGB color space.

3.1. Objective Metrics

Selected metrics for objective quality assessment were Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM), MS-SSIM, Visual Information Fidelity (VIF) and Video Multimethod Assessment Fusion (VMAF). All metrics were computed using FFmpeg with command lines as provided in Table 3.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Command line</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>ffmpeg -sv &lt;width&gt;x&lt;height&gt; -i &lt;decoded&gt; -sv &lt;width&gt;x&lt;height&gt; -i &lt;reference&gt; -lavfi psnr=stats_file=&lt;log_file&gt; -f null</td>
</tr>
<tr>
<td>SSIM, MS-SSIM</td>
<td>ffmpeg -sv &lt;width&gt;x&lt;height&gt; -i &lt;decoded&gt; -sv &lt;width&gt;x&lt;height&gt; -i &lt;reference&gt; -lavfi psnr=stats_file=&lt;log_file&gt; -f null</td>
</tr>
<tr>
<td>VIF, VMAF</td>
<td>libvmaf=ssim=true:ms_ssim=true:log_fmt=json:log_path=&lt;log_file&gt; -f null</td>
</tr>
</tbody>
</table>

Objective quality assessment was performed on all 8 contents, at selected bitrates depicted in Table 2, for all proponents and anchors, and interactive plots were generated shown in the next Section.

3.2. Experimental Results

The results for all codecs and images are shown in Figure 5 for the PNSR and MS-SSIM objective quality metrics (Annex A includes for SSIM, VIF and VMAF). For content TE00, the leading codecs according to the PSNR metric are HEVC and HyperMSE, followed by FactMSE. The leading codecs according to the MS-SSIM metric are JPEG2000, HyperMS-SSIM and FactMSSIM.

For content TE03, the leading codec according to the PSNR metric is HyperMSE, followed by FactMSE, HEVC and HyperMS-SSIM performing on par. However, the leading codec according to the MS-SSIM is HyperMS-SSIM closely followed by FactMS-SSIM and JPEG 2000. Similar behavior is observed in the rest of objective results, with MS-SSIM-optimized codecs performing better in terms of MS-SSIM and MSE-optimized codecs performing well for PSNR metrics. Moreover, the performance of all codecs except FRICwRNN and JPEG are very close at all bitrates, which indicates that learning-based codecs are indeed able to reach the performance of their transform-based counterparts for several objective metrics.
A comparison between the objective and subjective results indicate that both assessments follow similar trends. Just as a codec optimized for MSE metric yields to higher PSNR, the codec which is perceptual optimized according to HVS (MS-SSIM based) yields to higher MOS; naturally, the rate-MOS results do not always match with each tested metric. Despite these differences, both subjective and objective metrics prove that many deep learning-based codecs, such as HyperMS-SSIM, are performing as well as the state-of-the-art anchors.
Figure 5. RD performance evaluation using PSNR and MS-SSIM metrics for contents TE0, TE3 and TE4, TE8, TE16, TE20, TE25, TE39.
4. Objective-Subjective Correlation Study

This section describes the experiments regarding the correlation between the objective quality metrics and the MOS scores given by the users. The main objectives of this section are: 1) summarise the objective quality metrics and 2) describe the way that the objective-subjective study was performed, present and analyze the results obtained.

4.1. Objective Quality Metrics

First, the objective full-reference quality metrics evaluated are enumerated and summarized. A few details about the implementation are also included, e.g. in which color space the metrics has been tested.

Since all input images are in RGB 8 bit, for single-channel metrics (SSIM, MS-SSIM, VIF(P), FSIM and NLPD), the RGB score is computed as the average over the 3 channel scores separately. Regarding metrics computed over the Y component, the conversion is done using the function rgb2YCbCr of MATLAB. In particular the Y component is computed as 
\[ Y = 16 + (65.481 \times R + 128.553 \times G + 24.966 \times B) \] with \( R, G, B \in [0,1] \). For the PSNR, the conversion is done using the built-in PIL library convert("YCbCr"). In this case, the Y component is computed as 
\[ Y = R \times 76.245 + G \times 149.685 + B \times 29.07 \] with \( R, G, B \in [0,1] \).

4.1.1. PSNR

The PSNR is a well-known quality metric in terms of the ratio between the maximum image value and the mean square error. Given an image \( I \) and the compressed \( I' \), the PSNR is computed as:
\[
PSNR = 10 \log_{10} \left( \frac{MAX^2}{MSE} \right) = 20 \log_{10} \left( \frac{MAX}{\sqrt{MSE}} \right)
\]
where the mean square error MSE is computed as:
\[
MSE = \frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (I(i,j) - I'(i,j))^2
\]
M and N are respectively the width and the height of the image. The PSNR has been computed over the RGB images, over the Y channel in the YCbCr colour space and over the weighted average in the YCbCr color space as:
\[
PSNR_{YCbCr} = \frac{6 \times PSNR_Y + PSNR_{Ch} + PSNR_{Cr}}{8}
\]
The metric has been tested using a self-implemented python script. A high metric score expresses high image quality.

4.1.2. SSIM

The Structural Similarity Index (SSIM) [8] express the difference between two images by analyzing of the structural information. The tested reference code as well as the paper can be found at the following link: https://www.cns.nyu.edu/~lcv/ssim/. Since the SSIM metric has been designed for monochromatic images, it is computed over the R, G and B channel separately, over the grayscale-converted input image (converted using the function rgb2gray) and on the Y component in the YCbCr colour space (converted using the function rgb2ycbcr). It is important to notice that the SSIM grayscale and the SSIM Y are different, because they are generated from a different conversion tables). The SSIM over the RGB image as the average of the R,G and B scores. The original source code is available in MATLAB. The metric takes values in range 0-1 and a high score express better quality.

4.1.3. MS-SSIM

The Multi-Scale Structural Similarity Index (MS-SSIM) [9] computes the SSIM over different resolutions to represents the quality at different resolutions and viewing conditions. The source code of this metric can be seen at this link: https://ece.uwaterloo.ca/~z70wang/research/iwssim/. As for the SSIM metric, the MS-SSIM metric was designed for single-channel images, so I compute is over the R, G and B channels separately and over the grayscale-converted image (converted using the function rgb2gray, note that ). The SSIM over the whole RGB image will be the average of the R,G and B scores. The original source code is available in MATLAB. The metric takes values in range 0-1 and a high score express better image quality.
4.1.4. VIF(P)

The Visual Information Fidelity (VIF or VIFP) [10] express the quality of the image using Natural Image Statistics exploiting also the Human Visual System characteristics. The source code can be downloaded from the author’s website at the following link: https://live.ece.utexas.edu/research/Quality/VIF.htm. The original code works with single-channel images, for this reason I tested the code on the R, G and B channel separately and on the grayscale image (converted using the function rgb2gray). The final RGB score is computed as the average over the 3 channels. The metric takes values in range 0-1 and a high score express better image quality.

4.1.5. VDP2

The HDR-VDP-2 [11], also known as VDP2, claims to be robust to different luminance conditions, performing better on low-light images. This metric predicts the visibility of differences between original and reference images for an average observer but also the quality degradation with the respect to the reference image, expressed as a mean-opinion-score.

More information about this metric can be found on https://www.cs.ubc.ca/labs/imager/tr/2011/Mantiuk_HDR-VDP-2/, while the source code can be downloaded from https://sourceforge.net/projects/hdrvdp/files/hdrvdp/2.2.1/. This metric was evaluated for the RGB color space. The original source code is available in MATLAB. The metric has range 0-100 and a high score express better image quality.

4.1.6. FSIM

The Feature-Similarity Index Metric (FSIM) [12] uses the Phase Congruency (PC) and Gradient Magnitude (GM) to assess image local quality. More information about this metric as well as the source code are available at: https://www4.comp.polyu.edu.hk/~cslzhang/IQA/FSIM/FSIM.htm. Since this metric allows as input only monochromatic images, the score has been computed over the R, G and B channel separately as well as on the grayscale version of the original image (converted using the function rgb2gray). The FSIM for the RGB image is computed as the average of the one on the R, G and B results. The original source code is available in MATLAB. A high metric value express better image quality.

4.1.7. NLPD

In the Normalized Laplacian Pyramid (NLPD) [13] the quality is computed using the Laplacian Pyramid. More details about the metric as well as the source code can be found here: https://www.cns.nyu.edu/~lcv/NLPyr/. This metric is computed on every channel of the image separately as well as on the grayscale version; the RGB score is computed as the mean of the three channels. The original source code is available in MATLAB. The metric has range 0-1 and a lower score express better image quality.

4.1.8. CIEDE2000

The CIEDE2000 [14] is not a quality metric itself, but is color-difference metric between two colours in the CIELab colour space (the image was converted using the function rgb2lab). The full description as well as the source code are available at the following link: http://www2.ece.rocetshere.edu/~gsharma/ciede2000/. Since this metric returns a difference value for every pixel of the image, it is computed the score for the whole image as the average over all the pixel scores. The original source code is available in MATLAB. Because of it represents a difference, a lower score express better image quality.

4.1.9. Butteraugli

The Butteraugli metric [15] computes the psycho-visual difference between two images. This metric was developed by Google. Butteraugli does not consider visually imperceptible differences and outputs a score that considers only the parts of the degraded image with perceived artifacts. This metric not only outputs a quality metric, but also a heatmap describing the differences between two images. The full code can be download from the following link:
https://github.com/google/butteraugli. The input images are in the RGB format. The reference code is in c++. A lower metric score express better image quality.

4.1.10. WaDIQaM

The Weighted Average Deep Image QuAlity Measure for FR IQA (WaDIQaM) [16] is a deep-neural network based full reference quality metric. The network is trained end-to-end on the LIVE and TID2013 datasets. The reference code can be downloaded from the following link: https://github.com/dmaniry/deepIQA. This metric takes as input RGB images; moreover, the metric has been computed over all available pre-trained models. The reference code is available in python. The metric has range 0-100 and a lower score express better image quality.

4.1.11. VMAF

Video Multimethod Assessment Fusion (VMAF) [17] is an objective full-reference video quality metric developed by Netflix in collaboration with the University of Southern California and the University of Texas at Austin. This metric is suitable for quality evaluation of different video codecs, encoders and encoding configurations. It relies on the fusion of several video quality metrics using support vector machines (SVM), i.e. using a machine learning approach. The reference code can be downloaded from the following link: https://github.com/dmaniry/deepIQA.

4.1.12. LPIPS

LPIPS exploits the fact that deep network activations can be employed as a perceptual similarity metric, even for different neural network architectures. This metric provides quality scores by linearly "calibrating" networks - adding a linear layer on top of off-the-shelf classification networks. The reference code can be downloaded from the following link: https://github.com/richzhang/PerceptualSimilarity.

4.2. Subjective Scores Processing

Before analyzing the correlation between the MOS and the objective metrics, it is necessary to check the results of the subjective experiment to identify any outlier in the answers. In particular the distribution of the answers is expected to be normally distributed. In MATLAB is possible to verify if a set of measures follow the normal distribution using the following built-in functions: 1) Kolmogorov-Smirnov test (kstest); 2) Lilliefors test (lillietest). According to both metrics, our measures are normally distributed. This means that the MOS can be computed as the average over all subjective scores. The correlation is computed according to 3 different correlation metrics: the Pearson, the Spearman and the Kendall. The Pearson is the most popular metric for correlation computation. Its formulation is:

\[ \rho(a, b) = \frac{\sum_{i=1}^{n} (X_{ai} - \bar{X}_a)(Y_{bi} - \bar{Y}_b)}{\left\{ \sum_{i=1}^{n} (X_{ai} - \bar{X}_a)^2 \sum_{j=1}^{n} (Y_{bj} - \bar{Y}_b)^2 \right\}^{1/2}}, \]

where \( X_a \) and \( Y_b \) are column vectors, \( X_a \) and \( Y_b \) are the average over the whole column and \( n \) is the length of each column vector. The Pearson correlation can be computed using the built in Matlab function as:

\[ \text{value} = \text{corr(mos, current_metric, 'Type', 'Pearson')} \]

The Spearman metric is another popular way to compute the correlation. It is computed as:

\[ \rho(a, b) = 1 - \frac{6 \sum d^2}{n(n^2 - 1)} \]

where \( d \) is the difference of the rank of the two column vectors, and \( n \) is the length of the column vectors. The Spearman correlation can be computed using the built in Matlab function as:

\[ \text{value} = \text{corr(mos, current_metric, 'Type', 'Spearman')} \]
The Kendall correlation is another popular metric to find the correlation coefficients between two measures; in particular this express the strength of the dependence between two variables. It is computed as:

$$\tau = \frac{2K}{n(n-1)},$$

$$K = \sum_{i=1}^{n} \sum_{j=i+1}^{n} \xi(X_{a,i}, X_{a,j}, Y_{b,i}, Y_{b,j}),$$

where $X_a$ and $Y_b$ are column vectors, $X'_{a}$ and $Y'_{b}$ are the average over the whole column and $n$ is the length of each column vector. The Kendall correlation can be computed using the built in Matlab function as:

```matlab
value = corr(mos, current_metric, 'Type', 'Kendall')
```

### 4.3. Objective Metrics Performance Evaluation

The correlation between the MOS and the objective metrics was assessed with the Pearson, Spearman and Kendall metrics described in Section 4.2. The test was performed over the whole dataset as well as dividing it in two parts according to the metric type: classical and AI. Those two metrics are in fact introducing different types distortion into the image, so it is interesting to understand which quality metric performs better for each distortion type.

#### 4.3.1. Experimental results: all codecs

The experimental results are shown in Figure 6. The x axis represents the listed the quality metrics, while on the y axis the correlation value. Values marked with the red cross represents the Pearson, the values with the blue star the Spearman and the green circle the Kendall correlation. The correlation has values between 0 and 1, where 0 express no correlation while 1 express perfect correlation.

![Correlation results between the MOS and objective metrics for all codecs.](image)

According to this result, the metrics have been ordered from the best to the worst performing. The results are shown in Figure 7.
In general the MS-SSIM and the VIF(P) metrics has the highest correlation with the MOS. On the contrary, the PSNR correlates only around 60% to the subjective score.

4.3.2. Experimental results: classical vs deep-learning compression methods

An additional experiment was performed where the decoded images for which subjective scores were obtained have been split according to the type of compression: classical (HEVC, JPEG2000, JPEG, WebP) or AI (remaining codecs). In fact these codecs are so different that introduce different artefacts into the images. Thus, the metric performance was assessed for each type of compression. The results for the classical-compressed images can be seen in Figure 8, while the ranking is presented in Figure 9. As shown, the Butteraugli metric correlates very well with the MOS, together with the MS-SSIM and VDP2/VIF(P).

Figure 7. Ranking of the quality metrics for all codecs, from the highest to the lowest correlation.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Metric</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MsSSIM rgb</td>
<td>0.86747</td>
</tr>
<tr>
<td>2</td>
<td>MsSSIM y</td>
<td>0.84058</td>
</tr>
<tr>
<td>3</td>
<td>vifp y</td>
<td>0.80823</td>
</tr>
<tr>
<td>4</td>
<td>vdp2</td>
<td>0.80296</td>
</tr>
<tr>
<td>5</td>
<td>MsSSIM rgb</td>
<td>0.80251</td>
</tr>
<tr>
<td>6</td>
<td>nipd y</td>
<td>0.78759</td>
</tr>
<tr>
<td>7</td>
<td>nipd rgb</td>
<td>0.77709</td>
</tr>
<tr>
<td>8</td>
<td>fssim rgb</td>
<td>0.76626</td>
</tr>
<tr>
<td>9</td>
<td>fssim y</td>
<td>0.72919</td>
</tr>
<tr>
<td>10</td>
<td>VIF(P) y</td>
<td>0.72196</td>
</tr>
<tr>
<td>11</td>
<td>VIF(P) y</td>
<td>0.68589</td>
</tr>
<tr>
<td>12</td>
<td>SSIM y</td>
<td>0.68418</td>
</tr>
<tr>
<td>13</td>
<td>CIEDE2000</td>
<td>0.67893</td>
</tr>
<tr>
<td>14</td>
<td>PsNR rgb</td>
<td>0.65134</td>
</tr>
<tr>
<td>15</td>
<td>PsNR y</td>
<td>0.62327</td>
</tr>
<tr>
<td>16</td>
<td>Butteraugli</td>
<td>0.53793</td>
</tr>
<tr>
<td>17</td>
<td>Wadiqam tid weight</td>
<td>0.085961</td>
</tr>
<tr>
<td>18</td>
<td>Wadiqam live weight</td>
<td>0.068955</td>
</tr>
<tr>
<td>19</td>
<td>Wadiqam live patch</td>
<td>0.056057</td>
</tr>
<tr>
<td>20</td>
<td>Wadiqam tid patch</td>
<td>0.031987</td>
</tr>
</tbody>
</table>

Figure 8. Correlation results between the MOS and objective metrics for classical codecs: HEVC, WebP, JPEG2000 and JPEG.
Figure 9. Ranking of the quality metrics for classical codecs, from the highest to the lowest correlation.

On the other hand, the results for the deep-learning compressed images are shown in Figure 10, while the ranking is shown in Figure 11.

![Correlation AI compression](image)

In general, correlation is lower!

Figure 10. Correlation results between the MOS and objective metrics for deep learning codecs.

<table>
<thead>
<tr>
<th>Pearson</th>
<th>Spearman</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. buteraugli</td>
<td>0.90319</td>
</tr>
<tr>
<td>2. msssim rgb</td>
<td>0.88539</td>
</tr>
<tr>
<td>3. vdp2</td>
<td>0.86986</td>
</tr>
<tr>
<td>4. msssim y</td>
<td>0.86165</td>
</tr>
<tr>
<td>5. nlpd y</td>
<td>0.85928</td>
</tr>
<tr>
<td>6. vifp rgb</td>
<td>0.85104</td>
</tr>
<tr>
<td>7. vifp y</td>
<td>0.83851</td>
</tr>
<tr>
<td>8. vmaf</td>
<td>0.83225</td>
</tr>
<tr>
<td>9. nlpd rgb</td>
<td>0.81523</td>
</tr>
<tr>
<td>10. ssim y</td>
<td>0.81314</td>
</tr>
<tr>
<td>11. psnr rgb</td>
<td>0.80881</td>
</tr>
<tr>
<td>12. fsim rgb</td>
<td>0.80745</td>
</tr>
<tr>
<td>13. cide2000</td>
<td>0.78862</td>
</tr>
<tr>
<td>14. lpip</td>
<td>0.76189</td>
</tr>
<tr>
<td>15. fsim y</td>
<td>0.75878</td>
</tr>
<tr>
<td>16. psnr y</td>
<td>0.73147</td>
</tr>
<tr>
<td>17. nlpd rgb</td>
<td>0.08638</td>
</tr>
<tr>
<td>18. wadiqam tid weight</td>
<td>0.059524</td>
</tr>
<tr>
<td>19. wadiqam live patch</td>
<td>0.059524</td>
</tr>
<tr>
<td>20. wadiqam tid patch</td>
<td>0.048268</td>
</tr>
<tr>
<td>21. wadiqam live weight</td>
<td>0.030653</td>
</tr>
</tbody>
</table>

Figure 11. Ranking of the quality metrics for deep learning codecs, from the highest to the lowest correlation.
As shown, the correlation with the MOS is lower in general, and the Butteraugli metric now performs poorly. Still in this case, the MS-SSIM is the best quality metric, even if with a lower performance of around 7% less compared to the result obtained for the classical compression methods. Also, it is important to underline that only 8 images were selected for subjective assessment and thus, to confirm the results it is necessary to repeat the experiment with a larger dataset, including a larger variety of image types and distortions.

From the results over all the images, the metrics that correlates better (according to Pearson) with the MOS follow this order: MS-SSIM, VIF(P) and NLD. If only classical classical compression metrics are considered, the scores with the highest correlation, in order, are: Butteraugli, MS-SSIM and VDP2. On the contrary, for AI compressed images the best performing metrics are: MS-SSIM, VMAP and VIF(P); however, for this last case, VMAF underperforms for the Spearman correlation. In general, the MS-SSIM is clearly the winner since it predicts well the image quality for the different compression artefacts.

Another observation is that the decoded images have different statistics from natural images (e.g. TE20), and this could explain why the WaDIQaM metric (AI) performs poorly; moreover, the selected original images have characteristics very different (e.g. spatial resolution) from the training-set used to create the WaDIQaM model. It could be interesting to retrain the network using images more similar and check if improvement on the correlation values are obtained.

5. Conclusions and Future Work

JPEG AI image quality assessment experiments evaluated the performance of five learning-based image coding solutions against four traditional image codecs, on 8 SD to UHD natural images, at four different bitrates. Results show that subjective and objective qualities of state-of-the-art learning-based image coding algorithms were competitive to transform-based codecs. Thorough inspection on the visual results revealed the typical artifacts encountered in the learning-based codecs. Moreover, several full-reference objective quality metrics were evaluated to find which metric correlates better with human opinion scores, for different types of coding solutions, i.e. for traditional and learning based image codecs.

Future work defined in JPEG AI CTC document suggests carrying out SS tests that are expected to reveal different characteristics of the learning-based solutions in the absence of reference images. For example, the contrast changes in MS-SSIM-optimized codecs may be perceived less as artifacts when not presented side-by-side with the references. Similarly, a variant of DSIS test that measures the level of "naturalness" of learning-based solutions perceived by subjects is proposed. Using the same DSIS methodology and changing the rating scale by asking the subjects to rate the naturalness of the images is expected to provide insight into the integration of learning-based features into human vision. These experiments are to involve state-of-the-art codecs, as well as solutions being currently developed.
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